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ABSTRACT
In a Peer-to-Peer(P2P)network, a link topology suchas
a ring, treeor graphdescribesthe link structureamong
autonomousnodes. A nodedeploymentmodelde�nes
whereandhow oneor morepartitionsof the link topol-
ogy are physically running, storedand accessed.Link
topologyandnodedeploymentaredistinctandorthogo-
nal concepts,andhencea nodedeploymentmodelneed
not correspondto a link topology at all. The sim-
plest(andmostcommon)deploymentmodelhasdistinct
nodesrunningondistincthosts.

In this paper, we proposethat nodescan also be
concentratedin nodecontainers, which are transparent
softwarehostingenvironmentsthat embedoneor more
virtual nodes.Nodedeploymentmodelsrangefrom cen-
tralizedto fully distributed. Virtual hostinghasthe po-
tential for increasedquery performance(as opposedto
increasedscalability). Thus,we introducethe separate
P2Pqueryscopeparameterslogical radiusandphysical
radius, aswell asthreenovel queryexecutionstrategies
that transparentlyexploit the propertiesof virtual host-
ing. The key idea is to reduceor eliminate the need
for messagingbetweencontainer-internalnodesand to
run as few as possiblequeriesagainstthe databaseof
sharednodes.Undernormalqueryexecutionandunder
collectingtraversal, a queryto a containernodecanbe
ef�ciently answeredwithout violating the semanticsof
queryandscope.Underthequick scopeviolating query
strategy, a querycanbeansweredevenmoreef�ciently ,
by relaxingtheconditionsimposedby thequeryscope.
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1. Intr oduction

In alargedistributedsystemsuchasaPeer-to-Peer(P2P)
�le sharingsystem[1, 2] or a Grid [3], it is desirable
to maintainandquerydynamicand timely information
aboutactive participantssuchasservices,resourcesand
usercommunities. Other examplesare a (worldwide)
servicediscoveryinfrastructurefor amulti-nationalorga-
nization,theDomainNameSystem(DNS),theemailin-
frastructure,a monitoringinfrastructurefor a large-scale
cluster of clusters,or an instant messagingand news
service. For example, the EuropeanDataGrid (EDG)

[4, 5] is aglobalsoftwareinfrastructurethattiestogether
a massive set of globally distributed organizationsand
computingresourcesfor data-intensive physicsanalysis
applications,including thousandsof network services,
tensof thousandsof CPUs,WAN Gigabitnetworking as
well asPetabytesof diskandtapestorage[6].

An enablingstep towards increasedInternet and
Grid softwareexecution�e xibility is thewebservicesvi-
sion [7, 8, 9] of distributedcomputingwhereprograms
areno longercon�guredwith staticinformation.Rather,
thepromiseis thatprogramsaremademore�e xible and
powerful by querying Internetdatabases(registries)at
runtimein orderto discover informationandnetwork at-
tachedthird-partybuilding blocks. Servicescanadver-
tisethemselvesandrelatedmetadatavia suchdatabases,
enablingtheassemblyof distributedhigher-levelcompo-
nents.

In supportof this vision we have introducedthe
Web ServiceDiscovery Architecture (WSDA) [10] and
given motivation andjusti�cation [11] for the assertion
that realistic ubiquitousserviceand resourcediscovery
requiresa rich general-purposequery languagesuchas
XQuery [12] or SQL [13]. Basedon WSDA, we in-
troducedthe hyperregistry [14], which is a centralized
database(node) for discovery of dynamic distributed
content.

However, in anInternetdiscoverydatabasesystem,
the set of information tuples in the universeis parti-
tioned over one or more distributed nodes(peers),for
reasonsincludingautonomy, scalability, availability, per-
formanceandsecurity. It is not obvious how to enable
powerful discoveryquerysupportandcollectivecollabo-
rativefunctionalitythatoperateonthedistributedsystem
asa whole,ratherthanona givenpartof it. Further, it is
notobvioushow to allow for searchresultsthatarefresh,
allowing time-sensitivedynamiccontent.

It appearsthat a Peer-to-Peer(P2P)databasenet-
work maybewell suitedto supportdynamicdistributed
databasesearch,for examplefor servicediscovery. The
overall P2Pideais asfollows. Ratherthanhave a cen-
tralizeddatabase,a distributedframework is usedwhere
thereexist oneor moreautonomousdatabasenodes,each
maintainingits own data.Queriesareno longerposedto
a centraldatabase;instead,they are recursively propa-
gatedover the network to someor all databasenodes,
andresultsarecollectedandsendbackto theclient.

Consequently, we devised the WSDA basedUni-
�ed Peer-to-PeerDatabaseFramework(UPDF) [15] and



its associatedPeerDatabaseProtocol(PDP)[16], which
areuni�ed in thesensethatthey allow to expressspeci�c
applicationsfor a wide rangeof datatypes(typedor un-
typedXML, any MIME type[17]), nodetopologies(e.g.
ring, tree,graph),querylanguages(e.g. XQuery, SQL),
queryresponsemodes(e.g. Routed,Direct andReferral
Response)andpipelining characteristics.In the UPDF
framework,anoriginator sendsaqueryto anagentnode,
which evaluatesit, and forwards it to selectneighbor
nodes.

In a Peer-to-Peer(P2P) network, a link topology
suchasa ring, treeor graphdescribesthe link structure
amongautonomousnodes.For example,in a worldwide
servicediscoverysystem,alink topologycantie together
a distributedsetof administrativedomains,eachhosting
a registry nodeholding descriptionsof serviceslocal to
thedomain. Figure1 depictssomeexampletopologies,
covering the spectrumfrom centralizedmodelsto �ne-
grainedfully distributedmodels.

Figure1. ExampleLink Topologies[18].

A nodedeploymentmodelde�nes whereandhow
one or more partitionsof the link topology are physi-
cally running,storedandaccessed.Link topologyand
nodedeploymentare distinct and orthogonalconcepts,
andhenceanodedeploymentmodelneednotcorrespond
to a link topologyat all. The simplest(andmostcom-
mon) deploymentmodel hasdistinct nodesrunning on
distincthosts.

In this paper, we proposethat nodescan also be
concentratedin nodecontainers, which are transparent
softwarehostingenvironmentsthat embedoneor more
virtual nodes.Nodedeploymentmodelsrangefrom cen-
tralizedto fully distributed. Virtual hostinghasthe po-
tential to increasedthe queryperformance(asopposed
to increasedscalability). Thus,we introducethe sepa-
rateP2Pqueryscopeparameterslogical radiusandphys-
ical radius, aswell asthreenovel queryexecutionstrate-
gies that transparentlyexploit the propertiesof virtual
hosting. The key idea is to reduceor remove the need
for messagingbetweencontainer-internalnodesand to
run as few as possiblequeriesagainstthe databaseof
sharednodes.Undernormalqueryexecutionandunder
collectingtraversal, a queryto a containernodecanbe
ef�ciently answeredwithout violating the semanticsof
queryandscope.Underthequick scopeviolating query
strategy, a querycanbeansweredevenmoreef�ciently ,
by relaxingtheconditionsimposedby thequeryscope.

The remainderof this paperis organizedas follows.
Section2. motivatesanddescribestheuseof containers
for virtual nodehosting. Section3. discussesin detail
the threequeryexecutionstrategies. Finally, Section4.
summarizesandconcludesthispaper.

2. Containers for Virtual NodeHosting

A nodelink topologycanbe deliberatelyarrangedand
exploitedby applications.For example,in anattemptto
explicitly exploit topologycharacteristics,avirtual orga-
nizationof a Grid may deliberatelyorganizeglobal, in-
termediateandlocal job schedulersinto atree-liketopol-
ogy. Correctandef�cient operationof schedulingmay
involve querieswith a neighborselectionpolicy thatse-
lectsall child nodesandignoresall parentnodes.For the
schedulingquery, it is irrelevantwherethenodesarerun-
ning, andwhereandhow nodes(tuples,servicedescrip-
tions)arestored.Whatmattersis thatthequerytraverses
a tree.

A link topology is purely a logical construct. It
doesnot describewhereandhow this link information
is storedandaccessed.This is de�ned by anodedeploy-
mentmodel, which de�nes whereandhow oneor more
partitionsof thegrapharerunning,storedandaccessed.

We arguethat link topologyandnodedeployment
aredistinct andorthogonalconcepts,andhencea node
deploymentmodelneednot correspondto a link topol-
ogy at all. Considerthe analogyto the WWW: The
WWW is a graphof HTML pages.Verticesareestab-
lishedthroughembeddedHTML hyperlinks.Thegraph
topologyis, by de�nition, insensitive to how andwhere
HTML pagesarephysicallystoredandserved(onwhich
hosts,URL paths,and web server technologies). The
topologyremainsidentical,no matterwhetherall pages
of theuniverseareservedby asinglelargedynamicweb
server or any kind of worldwidefederationof staticweb
servers.

The simplest (and most common) deployment
modelhasdistinctnodesrunningondistincthosts.How-
ever, we proposethatnodescanalsobeconcentratedin
centralplacescallednodecontainers.A nodecontainer
is a transparentsoftware hostingenvironmentthat em-
bedsone or more nodes,asdepictedin Figure2. The
set of all nodesin the universeis partitionedover one
or morenodecontainers.A containercanbe a special-
purposeprogramthat behavesas if it were a network
of nodes(virtual hosting). A well-known examplefor
virtual hostingis web serving. A web server canserve
millions of staticor dynamicpagesfrom an essentially
in�nitely largenamespaceof URLs (nodes).To theout-
sideworld, theserver is invisible,andeachURL (node)
canbeseenasa separateservice(having a nameor ad-
dress,HTTP network protocol, TLS security, etc). Of
course,internally just one or a few processesare used
to implementsuchvirtual hosting. A general-purpose
container, on theotherhand,canrun eachnode(or each
requestto a node)in an independentprocessor thread
(physical hosting). For example, virtual and physical
hostingis usedin Java servlet[19] andEnterpriseJava
Beanstechnology[20].
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Figure2. NodeContainers.

In any case,thecontaineris invisible to theoutside
world. Hostednodesstill appearand behave like any
othernode. In our case,this meansthat a hostednode
hasa servicelink anddescription,andit supportspubli-
cation,queries,etc. via theoperationsandnetwork pro-
tocolsadvertisedby theservicedescription.Thefunda-
mentaldifferenceto classicdatabasearchitecturesis that
in thelatterthereexistsno deploymenttransparency. As
an extremeexampleof virtual hosting,onecould imag-
ineahypotheticalrelationaldatabasesystemthatexposes
eachindividualtupleasanetwork service,supportingdi-
rect network connectionsto the tuple to answerqueries
againstits columnvalues.Conceptually, we cansaythat
every noderunswithin a container, evenif thecontainer
holdsonly asinglenode.A remoteclientmayaskfor the
dynamiccreationof a virtual or physicalnodeby means
of a nodefactoryinterface. Now we arein theposition
to de�ne anodedeploymentmodelasbeingadescription
of thesetof containersphysicallyimplementinga given
link topology.

Severalnodedeploymentmodelscanbeenvisaged,
rangingfrom coarseto �ne grained,aswell asarbitrary
mixtures.For example,in a centralizeddeploymentsce-
nario, theentireglobalgraphof, say

�����

, nodesmaybe
accessiblethroughasinglecontainer, with all nodes(ser-
vice interfaces)beinghandledby a singleprocesson a
singlehost. In a slightly lesscentralscenario,thesame
graphmaybepartitionedamongtenorganizations,each
with a centralcontainerasdescribedabove. On thefully
distributedendof the spectrum,eachnodemay run on
a distinctbox,storingits own tuples(includingneighbor
descriptions)in a local registry. In all but the �rst case,
thereneitherexists a single grandmonolithic database
nora singleownerandproviderof information.

Therearetwo primarymotivationswhy concentrat-
ing nodesmaybeuseful.First,for reasonsincludingcen-
tral control,reliability, continuousavailability, maintain-
ability, security, accountingand �re wall restrictionson
incomingconnectionsfor hosts. Thesereasonsare im-
portant,but we do not delve into themany further. Sim-
ilarly, we do not considerphysicalhostingany further.
Instead,we focuson thesecondmotivation,which is the
potentialof virtual hostingfor increasedperformance(as

opposedto increasedscalability).
In any kind of P2Pnetwork, a nodehasa database

or somekind of datasourceagainstwhich queriesare
applied. In a P2P network for servicediscovery, this
databasehappensto be the publicationdatabase.Dis-
cussionin this sectionis applicableto any kind of P2P
network, while theexamplesillustrateservicediscovery.

If many containernodesresideon thesamehost,in
thesameprocessandstoretheir tuples(e.g.nodeservice
descriptions,Gnutella�le indexes)in thesamedatabase,
query supportis potentially much more ef�cient. The
queryenginecanrunon“big iron”. Thedatabasemay�t
in its entiretyin amainmemorybuffer. Networkcommu-
nicationbetweenremotenodescanbereplacedwith lo-
cal loop-backconnections,inter-processcommunication
or evendirect functioncalls. To computethe full query
resultsetfor all containernodes,it mayperhapsbesuf�-
cientto executejustoneor afew batchqueriesagainstthe
shareddatabase,insteadof many small queriesagainst
separatedatabases.Intuitively it seemsthat the smaller
nodesare,themoreperformancecanbegainedthrough
virtual hosting. For example,considera network with
millions of smallregistrynodesspreadall overtheworld,
eachholding just someten tuples. Perhapssearching
would be much more ef�cient if the nodesand their
databaseswerejust partitionedacrossa few, saya hun-
dred,powerful nodecontainers.

Considerthe threeexamplecontainersdepictedin
Figure 2. The centralcontainerhassix internal nodes
(B,C,D,E,G,H) andthreeexternalnodes(A,F,I) .
Externalnodesbelongto othercontainers.Internal links
connectnodeswithin thecontainer. Externallinks con-
nect internal with external nodes. A hop is said to be
logical if it travelsalongan internalor externallink. A
hop is said to be physicalif it travels alongan external
link. Intuitively it is clearthat traversinganinternallink
is much cheaperthan traversingan external link. Ac-
cordingly we proposeto distinguishthe separatescope
parameterslogical radiusandphysicalradius. For ex-
ample,a usercanspecifythata queryshouldreachvery
far, saya logical radiusof 100hops.To ensurethat this
querydoesnot burdenall nodesin theuniverse,theuser
canspecifythat it shouldtouchat mostthreecontainers
onany givenpath(physicalradius).

3. Container Query Processing

In this section,we proposethreequeryexecutionstrate-
gies. A queryto a nodeof a containercanbeef�ciently
answeredwithout violating the semanticsof queryand
scope(normal query execution, collecting traversal).
Evenmoreef�ciently , it canbeansweredby relaxingthe
conditionsimposedby the queryscope(quick scopevi-
olating query). Let us look at thesethreestrategies in
moredetail.

Normal Query Execution. Clearly a containercan
answera query like any normalnodevia the execution
plansproposedin our prior studies[15]. Recallthetem-
plate executionplan, as depictedin Figure 3, and the
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Figure3. TemplateExecutionPlan[15].

speci�c plansfor queriesthatareeitherrecursively par-
titionableor not. As anoptimization,network communi-
cationbetweeninternalnodescanbereplacedwith local
loop-backconnections,inter-processcommunicationor
direct function calls. For example,our PeerDatabase
Protocol [16] is built upon the BEEP application-level
network protocolframework [21, 22]. SinceBEEPcan
be mappedto several underlyingreliable transportlay-
ers(TCP is merelythe default), a containercanplug in
an in-processtransportmapping,yet continueto usethe
samemessagingcodebase.

Collecting Traversal. To answerqueries,a container
canuseastrategy weproposeto call collectingtraversal.
Herethegoalis to removetheneedfor any internalmes-
sagingandto run asfew aspossiblequeriesagainstthe
databaseof sharednodes.To ensurethat queryseman-
tics arefully preserved,thefact is exploitedthatqueries
in our querymodelarede�ned over a singlevirtual set
of tuples(servicedescriptions).Thequerymodelallows
generatingthis setof tuplesin any arbitraryway.

The strategy works as follows. Whena container
nodereceivesan externalquery, it takesover the work
for the other internal nodes. In the �rst phase,it col-
lects preparatorydata. In the secondphase,the query
is executed.The�rst phasecollectsthe internalandex-
ternalnodesthat are reachablefrom the start node. In
otherwords,onetraversesthe containerfrom the given
startnode,following thepaththatthequerywouldtouch.
Along theway, the(keys of) internalnodesandexternal
nodesarecollected.

Consider the example from Figure 2. The
keys of the six internal nodes are (2,3,4,
5,7,8) whereas the keys of the three external
nodesare (1,6,9) . The originator sendsa query
to the start node B. The node has a databaseof
tuples(B)= � 1,3,4 � . The internalnodesreachable
from B are internal(B)= � 3,4,2,5 � , and the
reachableexternal nodesare external(B)= � 1,6 � .
The tuples contained in the internally reachable
nodes are tuples(internal(B)) = UNION
(tuples(3), tuples(4), tuples(2),
tuples(5)) = � 1, 2,3,4,5,6 � .

Accordingto querytype,thenodechoosesanexe-
cutionplan,andexecutesit. However, the local queryL
is executedagainstthetuplesof the internally reachable
nodestuples(internal(B)) rather than against

the tuplesof the databasetuples(B) . Similarly, the
plan forwards the query to the nodesexternal(B)
ratherthanto theneighborsobtainedfrom B's neighbor
selection. Scopesemanticsare preserved by explicitly
applying the relevant rules of scopeparametersduring
nodetraversal(e.g. radiuspruningandneighborselec-
tion).

The net effect is that the local query L and the
mergequeryMarebatched.Thatis, they areappliedonce
over a largeset,insteadof many timesover a small set.
Thenodesof a containerarestoredin a singledatabase
(table), for exampleas depictedin Table 1. The table
is not normalizedfor clarity of exposition. Collecting
nodesis particularlyfastif theneighborselectionpolicy
is simple and the database�ts into main-memory. For
example,it is certainlypossibleto have a datastructure
thatallowsquickly traversingthedatabasetable.Further,
internalmessagingoverheadis eliminatedaltogether. To
summarize,if theneighborselectionpolicy is appliedat
eachnode,andscopeparameterssuchasradiusareob-
served,onecanemulatenormalqueryexecution,but in a
way thatis moreef�cient.

NodeID Service Is external? Tuples

1 A True null
2 B False 3, 4
3 C False 2, 5
4 D False 2, 5
5 E False 3, 4, 6
6 F True null

Table1. NodeTableof Container.

Note that the radiusis not de�ned to be the num-
ber of hopsa query is allowed to travel on any given
path. Rather, it is moreweakly de�ned to be themaxi-
mumnumberof hopsa queryis allowedto travel onany
given path. In other words, it is not guaranteedthat a
querytakestheshortestpathfrom theagentto any given
node,therebycoveringatotalmaximumof nodes.There
aretwo reasonsfor this kind of de�nition. First, a node
may chooseto decreasethe radiusby any valueit sees
�t in orderto reduceresourceconsumptionor to prevent
systemexploitation. Second,loop detectionandunpre-
dictabletiming in distributedsystemscanleadto a phe-
nomenonwe proposeto call greedyradiuspruning. Re-
call that thevery samequerymay arrive at a nodemul-
tiple times,alongdistinct routes,perhapsin a complex
pattern.TravelingNhopsdecreasestheradiusof aquery
by N. If thequery�rst arrivesvia aroutewith many (fast)
hops,andlater arrivesagainvia a routewith few (slow
hops),thesecondarrivalwill bedetectedasaloopandre-
jected.However, thesuccessfullyforwarded(�rst) query
continuesto travel lesshopsthan theoreticallypossible
consideringthe (larger) radiusof the secondquery. If
thesecondqueryhadarrived�rst, thequerywould have
beenable to travel further andpotentiallycollect more
matchingresults. Propagatinga query to all neighbors
concurrentlymaysomewhat increasequerycoverage,in
particularin homogenousLANs.

Traversalof internalnodesvia depth-�rst searchis



inappropriatebecauseit leadsto greedyradiuspruning
with high probability, in particularif a containerholdsa
largenumberof nodeswith acomplex internaltopology.
In practice,this meansthateventhougha usermayhave
speci�eda theoreticallylargeenoughlogical radius,it is
unlikely thatanincomingquerywill everforwardbeyond
the currentcontainer. It is in the natureof depth-�rst
searchthat it is unlikely thatan externallink is reached
alonga shortinternalroute. Rather, it is likely that it is
reachedalongoneof thelongestpossibleinternalroutes.
Within a container, greedypruningcanbeeliminatedby
traversalusingbreadth-�rstsearch.This ensuresthatthe
shortestpath to external links is always found, despite
loop detectionpruning. Putanotherway, loop detection
is conditionedto pruneonly pathslongerthantheshort-
estpath. The net effect is that externalnodesreceive a
meaningfullogical radiusscopeparameteron queryfor-
ward.Thepseudo-codein Figure4 computestheinternal
andexternalnodesof a givenentrynode,usingbreadth-
�rst search.

FUNCTION collectingTraversal(startNode, logRadius) {

internal = {}, external = {}
done = {}, todo = {startNode}
while (size=size(todo)) > 0 and logRadius >= 0

logRadius = logRadius - 1
for i := 1 to size

node = first element of todo
remove first element from todo
done = done UNION {node}
internal = internal UNION tuples(node)
if logRadius >= 0 then

for each neighbor n IN select(neighbors(node))
if n is internal && not contained in todo &&

not contained in done
then Append n to todo

endif
if n is external &&

not (n,any radius) contained in external
then external=external UNION

{(n, logRadius)}
endif

endfor
endif

endfor
endwhile
Return (internal, external)
}

Figure4. CollectingTraversal.

Quick ScopeViolating Query. Normal query exe-
cutionandcollectingtraversal preservequeryandscope
semantics.If noqueryscopeis given,or if it is acceptable
to ignoreoralterscopesemantics,queryexecutioncanbe
optimizedfurther usingthe strongtechnologiesof cen-
tralized(relational)databasearchitectures.For example,
internalgraphtraversalcanbeeliminatedaltogether. The
strategy worksasfollows. Accordingto querytype, the
nodechoosesan executionplan, andexecutesit. How-
ever, the local queryL is executedagainstthe union of
all tuplesof thecontainer(1-9) ratherthanagainstB's
databasetuples(B) . Similarly, the plan forwardsthe

queryto theexternalnodesselectedfrom theunionof all
externalnodesof thecontainer(1,6,9) ratherthanto
theimmediateneighborsof B.

The net effect is that the local query L and the
merge query M are batched. That is, they are applied
onceovera largeset,insteadof many timesovera small
set. The sameholdsfor neighborselection. Determin-
ing all tuplesof thecontainerrequiresno time at all be-
causethey are, of course,storedin the samedatabase
(table). Computingall externalnodesis cheapaswell.
Scope-violatingqueriesare answeredusing the strong
technologiesof centralized(relational) databasearchi-
tectures.Consequently, they arehighly ef�cient, at the
expenseof ignoringor alteringscopesemantics.

Forexample,nodes(7,8,9) shouldneverbecon-
sidered,asthey arenotdirectlyor indirectlyconnectedto
B. Further, it is unclearwhatlogical radiusshouldbeas-
signedon queryforward to externalnodes.Computing
thecorrectlogical radiuswould essentiallydegradeper-
formancedown to theperformanceof collectingtraver-
sal. It appearsthat the leastbad choiceis to decrease
the logical radiusby oneon externalforward. Notethat
query semanticsare still preserved. The query is just
feda largerthannecessarysetof tuples(servicedescrip-
tions). In practice,this maybetolerablefor a signi�cant
fractionof usecases.

4. Conclusions

Link topologyandnodedeploymentaredistinctandor-
thogonalconcepts,andhencea nodedeploymentmodel
neednot correspondto a link topologyat all. The sim-
plest(andmostcommon)deploymentmodelhasdistinct
nodesrunning on distinct hosts. A nodecontainer is
a transparentsoftware-hostingenvironmentthatembeds
one or more nodes. The set of all nodesin the uni-
verseis partitionedover one or more nodecontainers.
A containercan be a special-purposeprogramthat be-
havesasif it werea network of nodes(virtual hosting).
A well-known examplefor virtual hostingis web serv-
ing. Hostednodesstill appearandbehave like any other
node. In our case,this meansthat a hostednodehasa
servicelink anddescription,andit supportspublication,
queries,etc. via the operationsand network protocols
advertisedby theservicedescription.Nodedeployment
modelsrangefrom centralizedto fully distributed. Vir-
tual hostinghasthepotentialfor increasedperformance
(asopposedto increasedscalability). For example,con-
sider a network with millions of small registry nodes
spreadall over theworld, eachholdingjust sometentu-
ples.Perhapssearchingwould bemuchmoreef�cient if
thenodesandtheirdatabaseswerejustpartitionedacross
a few, sayahundred,powerful nodecontainers.

Internal linksconnectnodeswithin acontainer. Ex-
ternal links connectinternal with external nodes. The
separatescopeparameterslogical radius and physical
radius are distinguished. A query to a containernode
canbeef�ciently answeredwithout violating theseman-
ticsof queryandscope(normalqueryexecution, collect-
ing traversal). Evenmoreef�ciently , it canbeanswered
by relaxing the conditionsimposedby the queryscope



(quick scopeviolatingquery).
The goal of collecting traversal is to remove the

needfor any internalmessagingandto runasfew aspos-
siblequeriesagainstthedatabaseof sharednodes.To en-
surethatquerysemanticsarefully preserved,the fact is
exploitedthatqueriesin ourquerymodelarede�nedover
a single virtual set of tuples. The query model allows
generatingthis set of tuplesin any arbitraryway. The
�rst phasecollectsthe internaland external nodesthat
arereachablefrom thestartnode.Thelocalqueryis exe-
cutedagainstthetuplesof theinternallyreachablenodes.
Thequeryis forwardedto thereachableexternalnodes.
Scopesemanticsarepreservedby explicitly applyingthe
relevantrulesof scopeparametersduringnodetraversal.
Traversalof internalnodesvia depth-�rst searchis inap-
propriatebecauseit leadsto greedyradiuspruningwith
high probability. Breadth-�rst searchshouldbeusedin-
stead.

If no queryscopeis given,or if it is acceptableto
ignoreor alterscopesemantics,aquerycanbeanswered
with the quick scopeviolating querystrategy, usingthe
strongtechnologiesof centralized(relational)database
architectures.Internal graphtraversalis eliminatedal-
together. The local query, the merge queryandneigh-
borselectionareappliedonceovera largeset,insteadof
many timesovera smallset.
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