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A Typical SDM Scenario
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Dealing with Large Data volumes:
Three Stages of Data Handling

 (Generate data
 Run simulations, dump data
e Capture metadata
e Post-processing of data
* Process all data, produce reduced datasets, summaries
o Generate indexes
* Analyze data

« Interested in subset of the data, search over large amounts of
data, produce relatively little data (for analysis, vis, ...)

Dat .
Stage . Input Output Computation

Generation Low High High

Post-processing High Med-High High

Analysis Med-High | Low Low-Med




1/O 1s the predicted bottleneck

Kiloflops | Megaflops | Gigaflops | Teraflops
Megabytes | Gigabytes | Terabytes | Petabytes
Kilobits | Megabits | Gigabits | Terabits

Kilobytes | Megabytes | Gigabytes | Terabytes

1970's 1980 1990's 2000's

Main reason: datatransfer rates to disk and tape devices
have not kept pace with computational capacity

Source: Celeste Matarazzo
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Data Generation — technology areas

o Parallel 1/0 writes — to disk farms
e Does technology scale?
 Reliability in face of disk failures

e Dealing with various file formats (NetCDF, HDF,
AMR, unstructured meshes, ...)

o Parallel Archiving — to tertiary storage
* Istape striping cost effective?

 Reorganizing data before archiving to match
predicted access patterns

« Dynamic monitoring of simulation progress
e Tools to automate workflow

e Compression — Is overhead prohibitive?



Post Processing — technology areas

o Parallel 1/0 reads — from disk farms
o Data clustering to minimize arm movement
o Parallel read synchronization
e Does it scale linearly?

o Reading from archives — tertiary storage

e Minimize tape mounts

e Does tape striping help?

 What’s after tape? Large disk farm archives?
* Feed large volumes data into machine

o Competes with write 1/0
 Need fat I/O channels, parallel 1/0



Analysis — technology areas

e Dynamic hot clustering of data from archive
« Based on repeated use (caching & replication)
« Takes advantage of data sharing

* Indexing over data values

 [ndexes need to scale:
» Linear search over billion of data objects

» Search over combinations of multiple data measures per
mesh point

» Take advantage of append-only data
e Parallel indexing methods
o Analysis result streaming
e On the fly monitoring and visualization
e Suspend-Resume capabilities, clean abort



SDM Technology:
Laxering of Components

Scientific Process Automation
(Workflow) Layer

'

Data Mining & Analysis
Layer

'

Storage Efficient Access
‘ Layer

.

Hardware, OS, and MSS (HPSS)




Scientific Process
Automation Layer

Data Mining and
Analysis Layer

Storage Efficient
Access Layer

Data Generation

Workflow Design and Execution I
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Run
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Parallel NetCDF v.s. NetCDF (ANL+NWU)
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Parallel File System

Slow and cumbersome
Data shipping
1/0O bottleneck

Memory requirement

Programming Convenience

Perform 1/O cooperatively or
collectively

Potential parallel I/O
optimizations for better
performance
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Parallel NetCDF Library Overview

User level library

Accept parallel requests in
netCDF 1/O patterns

Parallel 1/O through MPI-
10 to underlying file
system and storage

Good level of abstraction
for portability and
optimization opportunities
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Aggregate bandwidth (MBytes/sec)

Aggregate bandwidth (MBytes/sec)

Parallel netCDF Performance

Flash /O Benchmark (Checkpoint, 8x8x8)
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Robust Multi-file Replication

Problem: move thousands of
files robustly

* Takes many hours
* Need error recovery

» Mass storage systems
failures

e Network failures

Solution: Use Storage Resource
Managers (SRMs)

Problem: too slow

Solution:
» Use parallel streams
e Use concurrent transfers
* Use large FTP windows
* Pre-stage files from MSS

Anywhere

NCAR

SRM-COPY Get lis
(thousands of files) of files

SRM

(performs writes)

archive files

DataMover

SRM-GET (one file at a tir’ge)

SRM

(performs reads)

Higth Performance Storage Sysh

Network transfer o

stage files

m

LBNL
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File tracking shows recovery from
transient failures

PPDG 318 File Replicatio f m BNL HPSS to LBNL HPSS (SCZOOZ 18 Nov 2002)
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Earth Science Grid
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Layering of Components

Scientific Process Automation
(Workflow) Layer

'

Data Mining & Analysis
Layer

'

Storage Efficient Access
Layer

.

Hardware, OS, and MSS (HPSS)




RScaLAPACK (ORNL)

Through RScaLAPACK we provide a simple intuitive R interfaces to
ScaLAPACK routines.

The package does not need the user to worry about setting up the
parallel environment and distribution of data prior to ScaLAPACK
function call.

RScaLAPACK is developed as an add-on package to R.

Significant speed gain is observed in some function execution.

Submitted to CRAN ( a network of 27 www sites across 15 countries
holding R distribution) in March 2003
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RScaLAPACK Architecture

(1) Parallel Agent (PA):

Orchestrates entire parallel execution as per user’s request.
(2) Spawned Processes:

Actual parallel execution of the requested function.

R Environment

RscalLAPACK
(a) shared objec* library

]
/
Process 1 4

I
Process 2 )

Spawning Process and
Data Communication

== == Pata Communication
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RScaLAPACK Benchmarks

Time (s)
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Fastbit — bitmap Indexing Technology

(LBNL)

e Search over large spatio-temporal data

e Combustion simulation: 1000x1000x1000 mesh with 100s
of chemical species over 1000s of time steps

o Supernova simulation: 1000x1000x1000 mesh with 10s of
variables per cell over 1000s of time steps

« Common searches are partial range queries
e Temperature > 1000 AND pressure > 106
e HO, > 107 AND HO, > 10

e Features

o Search time proportional to number of hits

 Index generation linear with data values
(require read-once only)
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FastBit-Based Multi-Attribute Region
Finding is Theoretically Optimal

08 F

10000 110000 210000 310000 410000

Number of line segments

Elame Front discovery Time required to identify regions in
(range conditions for multiple measures) 3D Supernova simulation (LBNL)
In a combustion simulation (Sandia)

On 3D data with over 110 million points,
region finding takes less than 2 seconds
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Feature Selection and Extraction:
Using Generic Analysis Tools (LLNL)

Comparing Climate simulation to experiment data
Used PCA and ICA technology for accurate Climate signal separation

—— state—space |C (scaled) lagged
—— nino3.4

| I | | |
0 a0 100 150 200 250



Layering of Components

Scientific Process Automation
(Workflow) Layer

'

Data Mining & Analysis
Layer

'

Storage Efficient Access
Layer

.

Hardware, OS, and MSS (HPSS)




TSI Workflow Example

In conjunction with John Blondin, NCSU

Automate data generation, transfer and visualization of a

Blondin / TSI Scientific Workflow — V1

large-scale simulation at ORNL

23l SDM

A e e e e Center
(using the Swesty template) LW T T W TaT.
J. Blondin, E. Peele, Z. Cheng, P. Oothongsap, V. Voulk
MNorth Carolina State University
I Abort?

- r—
Submit batch Running in Are there FProcess time

Eofean nt CUBCLHE new Mles?
COS/ORNL Bs =

Finished Update
v = | note boolk
l’]‘h:laiei Update web

notebook page

U'pdate wel
e r s o

Transfer aux files
o NS

Transfer file to FIPSS

Transfer completed

correctly

! ,

e T ransfer file to ™S s—-

Ervor I

Tramsfer completed
correctiy

istribute dara on

nodes of cluster

Update
notebook
Update web
page

LUpdate
notebook
Update web
page

Batch analysis

ko
 J

Delete file omn
scratch

Mlovies

Images I
Geometry

Plots

SDM SPA — NC State

Parallel
rendering
cluster

Update

notebook

Updiate wely

I
]
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TSI Workflow Example
In conjunction with John Blondin, NCSU

Automate data generation, transfer and visualization of a
large-scale simulation at ORNL

Aggregate all into
One large File
- Save to HPSS

Check whether a time slice

Submit Job to Cray at ORNL is finished

Split it into 22 Files
and store them in

ORNL XRaid

NCSU

SGE schedule the Head Node submit
transfer for 22 Nodes scheduling to SGE

Notify Head Node at
NC State

Node Retrieve File from XRaid

'\'“"\*I’:‘-:n - Start Ensight to generate
. Video Files at Head Node
Node-21
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Using the Scientific Workflow Tool (Kepler)
Emphasizing Dataflow (sbsc, NCsu, LLNL)

Automate data generation, transfer and visualization of a
large-scale simulation at ORNL

Thiz workflow automates job submission, P
large volurme data transfer, and vsualization ’
for a large scale simulation (Blondin Workflow) ,

PN Directar

/

/
Right click and Configure to your Username and/ Password

used for connection to servers. We are using $SH
and SSL to provide secure communication. ,/

/
4
/
4

Submit Job to Supercomputer

via SSH

Submit Job

Transfer resultg from supercomputer
to post-procghsing.

/
Transfer Fiks

» 50

-
-
-
-
-
-
-
-

e

Post-processing

-

Visualizatiop Processing

> 510

Slicing and dicing for processing
by visualization cluster

O

N
Use Ensight to @engrate images
of the simulation >

N

input getFilenames

Transfer data from computational platform
to post-processing platform.

MN.B. getFileMame retrieves the list of files
to be transfered. Loop to tranfer
individual files.

Expression

H H "sshinvoker " +userName + " " + password + " henny2.hpc.ncsu... q

Enumitem Triggered

LRetrieve File List

isFinizshed

Sabul File Tlansfer

510

input

Use Ensight to generate images of the simulation

StartEnsight Expression

H H "sshinvoker " +userName +" " + password + " orbitty.ncren.n... +—l

prolerny. actar . lib.Exp

Imvoke Start Ensight Script for Visualization

f

Ensight Log

-

JE




TSI Workflow Example
with Doug Swesty and Eric Myra, Stony Brook

Automate the transfer of large-scale simulation data between NERSC and Stony Brook

Error notification
Wb inferface for Simualation . Identify . Muove files to Subomit btch

eonfiguration submission config files ey e vl enrrect lncations request at NERSC

Drelay
Generate lentify . Jub seill

directory listing complete files rnning?

Transfer completes Delete file
eorrectly

Dy Check on job status

Transfer files to HPSS

Transfer completesd
correctly




Using the Scientific Workflow Tool

PH DireLior
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womd_li_pertal "sih xisSd 6 4+
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porkil_nistd + "l =17+ rundie + %)+ inpet e

Command ta run ligs to get listing af running jobs.
Command 10 get list of fites on Sealarg

Command 1o get list of ifed on HPES.

Command ta get list of files on Portal.

* + rurdir + /" + input.file

Command 1o ransfer a file from Seabarg o HPSA.

& cmd_xir_hpssdporcal; “wwh xin2 @ + portaleame + ° rchpget -4 neftpec ™ = rundie + = ° 4 mendir + 57 + Input.file

acmd_mkdin_Bpas: “sth xinZ @realerg.nerscgoy Bl mkdir -p " 4 reedic & 77
& cmd.mkdir_pormal: ssh sn2@ + ponalrame + ° ekdir -p "+ undic

Commandd ta transfer a file from HPSS to Portal.

Command 1 create the direciory at HFRS,
Command 1o create the directory at paortal.

& omd, rm_seaborg: “ssh wnZ @ seaborg.nersc.goy rm Jcrabchyscraschdins ixin2 )" + rendir + 57 & inputiie  Cemmand ta create the file at Seaborg,

Lo
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Collaborating Application Scientists

Matt Coleman - LLNL (Biology)

Tony Mezzacappa — ORNL (Astrophysics)

Ben Santer - LLNL

John Drake - ORNL (Climate)

Doug Olson - LBNL, Wei-Ming Zhang — Kent (HENP)
Wendy Koegler, Jacqueline Chen — Sandia Lab (Combustion)
Mike Papka - ANL (Astrophysics Vis)

Mike Zingale — U of Chicago (Astrophysics)

John Michalakes — NCAR (Climate)

Keith Burrell - General Atomics (Fusion)
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Re-apply technology to new
applications

« Parallel NetCDF
e Astrophysics = Climate

o Parallel VTK
» Astrophysics = Climate

e Compressed bitmaps
« HENP - Combustion - Astrophysics

o Storage Resource Managers (MSS access)
« HENP - Climate = Astrophysics

e [Feature Selection
e Climate - Fusion

o Scientific Workflow
* Biology = Astrophysics (planned)
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Summary

e Focus: getting technology into the hands
of scientists

* Integrated framework
o Storage Efficient Access technology
e Data Mining and Analysis tools
« Scientific Process (workflow) Automation

 Technology migration to new applications

« SDM Framework facilitates integration,
generalization, and reuse of SDM technology



	A Typical SDM Scenario
	Dealing with Large Data volumes:Three Stages of Data Handling
	I/O is the predicted bottleneck
	Data Generation – technology areas
	Post Processing – technology areas
	Analysis – technology areas
	Robust Multi-file Replication
	File tracking shows recovery from transient failures
	Earth Science Grid
	Feature Selection and Extraction:Using Generic Analysis Tools (LLNL)
	TSI Workflow ExampleIn conjunction with John Blondin, NCSU
	TSI Workflow ExampleIn conjunction with John Blondin, NCSU
	Using the Scientific Workflow Tool (Kepler)Emphasizing Dataflow  (SDSC, NCSU, LLNL)
	TSI Workflow Examplewith Doug Swesty and Eric Myra, Stony Brook
	Using the Scientific Workflow Tool
	Collaborating Application Scientists
	Re-apply technology to new applications
	Summary

